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Abstract— Timing recovery is crucial for magnetic recording
systems. A conventional timing recovery loop (also known as the
phase-locked loop) consists of a timing error detector (TED), a
loop filter, and a voltage controlled oscillator (VCO), all of which
process the samples in a sequential manner. This sequence of
operations in the timing recovery loop performs well if the timing
error is a small fraction of the bit interval. However, in the cycle-
slip regions, the timing error is comparable to the bit interval,
and the loop fails. In this paper, we represent the timing error in
magnetic recording systems using a discrete Markov model that
does not confine the timing error to only small fractions of the bit
interval. By utilizing such a model, we derive an optimal baud-
rate processing unit that does not perform tasks in sequence, but
jointly. The derived unit has a similar structure as the classical
first-order phase-locked loop (PLL). Simulation results show that
the new detector outperforms the standard Mueller and Müller
phase-locked loop. This performance gain is substantial if the
timing error process is extremely noisy or if there is residual
frequency-offset. For moderately low-noise timing errors without
residual frequency-offset, the improvement over the Mueller and
Müller phase-locked loop is just marginal.

I. INTRODUCTION

Timing recovery is crucial to every communication and
magnetic recording system, where the receiver needs to fig-
ure out the best instants at which to sample the received
(or read-back) signal. In communication systems, the timing
uncertainty may come from the slow drift of the receiver
clock with respect to the transmitter clock. In magnetic
recording systems, the mechanical motion fluctuation of the
recording media during writing and reading processes will
lead to timing uncertainty. The purpose of the timing recovery
unit (or synchronizer) is to estimate such random timing
uncertainty in order to adjust the sampler. This problem has
been well studied in the literature and engineering practice,
and several timing recovery schemes have been proposed. A
comprehensive exposition and classification of these schemes
can be found in [1],[2].

One of the most widely used digital decision-directed timing
error detector (TED), which operates on the baud-rate samples
of the baseband PAM signal, was proposed by Mueller and
Müller [3](M&M). Adaptive Kalman filtering theory has been
applied by Driessen [4] and Patapoutian [5] to a linearized
baseband timing error model. A comprehensive analysis and
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comparison of several symbol-rate timing recovery schemes
can be found in [6].

Another problem that is remarkably similar to the symbol
timing recovery is the carrier phase recovery in communication
systems that utilize carrier modulated signals. Many similar
signal processing techniques can be applied here and have been
thoroughly studied [7] [8]. Macchi and Scharf [9] derived a
dynamic programming algorithm to jointly estimate the data
sequence and phase error sequence, where the phase error
sequence was modeled as an independent increment random
process with modulo 2π. In [10], Dauwels and Loeliger
studied the message passing algorithms for joint decoding and
phase estimation over factor graphs. A key difference between
phase error and timing error is that phase error only rotates
the signal in the complex plane. However, timing error may
cause symbol deletion or insertion (cycle-slip), which is much
harder to correct. For example, a phase error of one period
(2π) is equivalent to no phase error, while a timing error of
one period means a cycle-slip.

Recently, new iterative timing recovery schemes were pro-
posed for symbol detection in the presence of timing error.
Such schemes utilize the power of iteratively decodable codes
to combat the residual timing error (especially cycle-slips) af-
ter sampling. These iterative timing recovery schemes showed
remarkable performance gains over the conventional detection
schemes [11].

In this paper, we study timing recovery in the classical (i.e.,
non-iterative) setting, where the synchronization is performed
by a timing recovery loop. Our goal is to design the optimal
baud-rate timing recovery loop for baseband communication
channels typical for magnetic recording systems. This is a
rather difficult problem that has not been fully addressed in
the past. Our solution is proposed for the timing error that
can be modeled to be a discrete-time discrete-valued random
process. This assumption is not precise in practice when the
timing error is typically continuous-valued. However, by finely
quantizing the continuous-valued timing error, we can closely
approximate the continuous-valued random process and thus
achieve an approximately optimal timing recovery loop.

Throughout the paper, uppercase letters denote random
processes, while lowercase letters denote their realizations.
The notation P (Ek = εk) denotes the probability of the event
Ek = εk. Similarly, P (Ek = εk|Rm = rm) denotes the
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Fig. 1. A simple block diagram of the channel and signal model.

conditional probability. When no confusion can arise, we will
use short notation P (εk) and P (εk|rm) to denote P (Ek = εk)
and P (Ek = εk|Rm = rm) respectively. We will use εk

1 to
denote the vector (ε1, . . . , εk).

II. SIGNAL AND TIMING ERROR MODEL

We consider a simple system, as shown in Fig. 1. We denote
the binary antipodal channel input symbol at time k ∈ Z by
ak (ak ∈ {−1, 1}). The channel response function h(t) is
modulated by the channel input sequence {ak}. The received
waveform R(t) is assumed to be of the following form

R(t) =
∑

k

akh(t− kT ) + N(t), (1)

where T is the symbol interval and N(t) is additive noise. To
make the analysis simple, we assume that {ak} is a stationary,
first order Markov process with transition probabilities

P (ak+1 = j|ak = i) = πij , i, j ∈ {−1, 1}. (2)

If no timing error exist, the receiver will sample R(t) at
t = iT , for i ∈ Z. However, if timing uncertainty exists, the
real sampling instant will be t = iT + Ei, where Ei represents
the timing uncertainty of the i-th symbol, and is independent
of the channel input {ak}. We assume that the timing error Ei
is a discrete-time, discrete-valued random process, that takes
one of countably many values jT

Q , where j is an arbitrary
integer and Q is the number of quantization levels in each
symbol interval. We further assume that the timing error Ei
can be represented by the following random walk process

Ei+1 = Ei + ∆i+1, (3)

P (∆i = δi) =




p1 if δi = T
Q

p2 if δi = − T
Q

1− p1 − p2 if δi = 0
. (4)

The initial value is E0 = 0. The increments of the timing error,
∆i, are assumed to be independent and identically distributed
(i.i.d.) and are independent of input symbols and additive
noise. Fig. 2 shows the state transition diagram of Ei. When
E(∆i) �= 0, i.e., p1 �= p2, we have a system with residual
frequency offset. If there is no residual frequency offset, we
can simply let p1 = p2. More complicated Markov models
can be adopted without changing the nature of the problem.

Our task in this paper will be to design the estimator that
generates an estimate ε̂i of Ei. In that case, the receiver
samples the received signal at time instants iT+Ei−ε̂i. Denote
the i-th sample at the receiver by Ri (with realization ri),

Ri =
∑

k

akh(iT − kT + Ei − ε̂i) + Ni, (5)

0

Fig. 2. The state transition diagram of the Markov timing error Ei.

where Ni is the i-th sample of the noise. For simplicity, we
shall assume that Ni ∼ N (0, σ2

N ) are i.i.d. Gaussian noise.
We shall use (5) as the sampled signal model in this paper.

III. PROBLEM FORMULATION

A. Basic problem statement

The basic problem can be formulated as follows: upon
receiving Ri, we need to make an estimate ε̂i+1 of the timing
error Ei+1. The value ε̂i+1 will be used to sample the received
waveform at time instant (i + 1)T − ε̂i+1.

Obviously, there are many choices of objective functions
when designing the estimator for Ei+1. In this section, we
present one possible criterion. The method is based on max-
imum a posteriori probability (MAP) estimation given the
observations Ri

1. Problem formulation is covered in detail
in subsections III-C. However, before embarking on these
detailed problem formulations, we introduce some more nec-
essary notation.

B. More notation

Definition 1: [residue timing error] The residue timing er-
ror Ti (with realization τi) is defined as

Ti = Ei − ε̂i. (6)

Definition 2: [finite support function h(t)] We assume that
the channel response function h(t) satisfies

h(t) = 0 for |t| ≥ qT. (7)

We denote the support interval of h(t) by (−qT, qT ).
By using (6) and (7), We can now rewrite (5) as

Ri =
i+q+�τi/T�∑
i−q+�τi/T�

akh(iT − kT + Ti) + Ni. (8)

C. MAP estimation

In formulating the criterion for estimating Ei+1, we take the
advantage of the assumption that {Ei} is a slowly time-varying
process. Thus, we can assign to ε̂i+1 the most likely value of
Ei after observing ri

1. That is

ε̂i+1 = arg max
εi

P
(
εi|ri

1, ε̂
i
1

)
= ε̂i + arg max

τi

P
(
τi|ri

1, ε̂
i
1

)
= ε̂i + τ̃i, (9)

where the second equality follows from (6). Notice
that equation (9) is actually a first-order PLL, where
arg max

τi

P
(
τi|ri

1, ε̂
i
1

)
defines a new TED. In Section IV, we

give a recursive method for implementing the TED in (9).
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Fig. 3. Definition of the timing trellis states.

IV. SOLUTION TO THE SINGLE-VALUE-BASED

ESTIMATION PROBLEM

In this section, we illustrate how to compute the a posteriori
probability in (9) recursively. Since both the timing error and
the data sequence have memory, it is helpful to give a graphical
interpretation of how the timing error and the data sequence
propagate. We first define a timing trellis.

Timing error states: From our previous assumption (4),
the sampling instants must fall on integer multiples of T

Q .
Now, we partition the time axis into non-overlapping semi-
open intervals ((k − 1)T, kT ], where k ∈ Z

+. Each interval
corresponds to a transmitted symbol. There are Q possible
positions (quantization levels) where a sample can be taken
within each interval.

We construct the timing trellis by representing each state (or,
node) in the trellis with three variables (k,m, i). The physical
interpretation of the state is: the i-th sample falls inside the k-
th input interval ((k−1)T, kT ] at the (m+1)-th quantization
level, m ∈ {0, 1, . . . , Q−1}, as illustrated in Fig.3. We observe
that each state (k,m, i) is in a 1-to-1 correspondence with the
residue timing error τi for the i-th sample, i.e.,

τi = τ(k,m, i) =
[
k − (i + 1) +

m + 1
Q

]
· T, (10)

where m ∈ {0, 1, . . . , Q− 1}. Conversely, for a given sample
ri, any value of τi also uniquely corresponds to a state
(k,m, i).

Definition 3: [the i-th plane] We define those states
(k,m, i) with the same index i as the i-th plane. Different
states in the i-th plane are mapped to different values of τi.

We next need to figure out how the timing states propagate
from the (i− 1)-th (predecessor) plane to the i-th (successor)
plane after the sample ri is obtained. From (3), (6) and (9)

Ti = Ei − ε̂i

= Ei−1 + ∆i − (ε̂i−1 + τ̃i−1)
= Ti−1 + ∆i − τ̃i−1. (11)

Note that when the sample ri−1 is obtained, we can compute
the estimated value τ̃i−1, so τ̃i−1 is regarded as a constant in
(11). We observe two things from (11). First, starting from a

given predecessor node in the (i− 1)-th plane, we only go to
three possible successor nodes in the i-th plane, corresponding
to the three possible values of ∆i, respectively, see (4).
Second, the branches that link the states in the predecessor
plane i−1 to the states in the successor plane i clearly depend
on the value of τ̃i−1. Thus the state propagation is dynamically
established at different steps i, after computing τ̃i−1.

Joint data and timing error states: In order to construct a
graphical interpretation that can jointly represent the timing
and data information, we expand our previous definition of
the states in the timing trellis to a joint timing-data trellis.

From our finite-support assumption (7), at most

D = 2 · q (12)

data symbols are needed to calculate the value of each sample
as shown by (8). They are (ak−q, . . . , ak+q−1). To account for
these D data symbols as well as the timing error, we expand
the state variable m into a vector (ak−q, . . . , ak+q−1,m).
Since 0 ≤ m < Q, and ai ∈ {−1, 1} are binary integers,
we can define a one-to-one mapping

(ak−q, . . . , ak+q−1,m) 1−to−1←→ m̄, (13)

where

m̄ = m + Q


k+q−1∑

j=k−q

2k+q−1−j

(
aj + 1

2

)
 . (14)

Thus in the new trellis, the state is defined as follows
Definition 4: [Joint timing and ISI state] A joint timing and

ISI state is denoted by the tripple si = (k, m̄, i).
The full trellis then has the following properties: for each

state (node) si = (k, m̄, i) in the full trellis, the timing state is
captured by m = (m̄ mod Q). Thus the corresponding residue
timing error is

τi = τ(si) = τ(k, m̄, i)

=
[
k − (i + 1) +

(m̄ mod Q) + 1
Q

]
· T. (15)

The ISI information of the state (k, m̄, i) is captured by

k+q−1∑
j=k−q

2k+q−1−j ·
(

aj + 1
2

)
=

⌊
m̄

Q

⌋
. (16)

Recursive state propagation: We consider the a posteriori
probability in (9). From our previous definition of the state si,
we get

P (τi|ri
1, ε̂

i
1) =

∑
si:τ(si)=τi

P (si|ri
1, ε̂

i
1)

=
∑

si:τ(si)=τi


∑

si−1
1

P (si
1|ri

1, ε̂
i
1)


 . (17)

We next manipulate the term on the right-hand side of (17) to
derive a recursive formula. Using the Bayes rule, we have

P
(
si
1|ri

1, ε̂
i
1

)
= C · γ(si−1, si, ri) · P (si−1

1 |ri−1
1 , ε̂i−1

1 ), (18)
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where

γ(si−1, si, ri) = P (ri|si) · P (si|si−1), (19)

C =
P (ri−1

1 , ε̂i−1
1 )

P (ri
1, ε̂

i
1)

. (20)

(Proof provided in appendix.) Now the summation within the
brackets in (17) can be derived recursively by using (18),∑

si−1
1

P (si
1|ri

1, ε̂
i
1) (21)

= C · γ(si−1, si, ri)
∑
si−1
1

P (si−1
1 |ri−1

1 , ε̂i−1
1 )

= C
∑
si−1

γ(si−1, si, ri)


∑

si−2
1

P (si−1
1 |ri−1

1 , ε̂i−1
1 )


 .

We notice that C does not depend on the states and can be
viewed as a constant at the i-th step. We therefore ignore this
constant and introduce the following recursive accumulated
metric definition based on (21).

Definition 5: [accumulated metric c′(si)] We define the
metric c′(si) of an arbitrary state si ∈ {(ki, m̄i, i)} in the
i-th plane as

c′(si)
�
=

∑
si−1

γ(si−1, si, ri) · c′(si−1), (22)

with the initial condition

c′(s0) =
{

1, if s0 = (0, Q− 1, 0),
0, otherwise

. (23)

The function γ(si−1, si, ri) is computed according to (19).
Based on the above definition and the result in (17), the

estimation rule given by (9) is equivalent to

ε̂i+1 = ε̂i + arg max
τi

∑
si:τ(si)=τi

c′(si). (24)

Recursive state propagation algorithm: We now formulate
a state propagation algorithm for timing recovery.

1) The system is assumed to be perfectly synchronized at
time i = 0 (i.e., ε0 = 0), and we assume ak = 0 for
k < q. The initial condition of our algorithm is (23). In
practice, this assumption is satisfied by using preambles.
(Initialization with non-perfect synchronization at time
i = 0 is also possible.)

2) Whenever the loop detector receives the i-th sample ri,
for i ≥ 1, we calculate all the state metrics c′(si) in the
i-th plane according to (22). Normalize the states such
that

∑
c′(si) = 1.

3) The next-step timing error estimate ε̂i+1 is computed by
(24).

4) For all states si−1, delete c′(si−1) from the memory.
5) Use ε̂i+1 to take the (i + 1)-th sample, go to step 2.

Complexity and memory cost: We notice that the state
propagation in the above algorithm is similar as the forward
recursion of the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm
[12]. However, since we do not need backward recursions to
make the decision, previous state metrics are always deleted
from the memory in step 4. Therefore, the memory cost in the
proposed algorithm does not grow with block length n. On the
other hand, it is not necessary to evaluate all the state metrics
c(si) of the i-th plane in step 2. In practice, if we assume
that the timing error estimate is not too bad, i.e., |τi| ≤ dT
for 1 ≤ i ≤ �, and d ∈ Z

+ is a fixed integer, we only need
to consider those states si = (k, m̄, i) such that |k − i| ≤ d.
Simulation results show that for most cases, it is sufficient to
choose d = 2 without any loss in performance. The amount
of memory, i.e., the number of state metrics, required for the
proposed algorithm is 2d·Q·22q . Therefore, the computational
complexity (the number of multiplications and additions) at
each step is also proportional to d ·Q · 22q .

V. SIMULATION RESULTS

To assess the quality of the derived timing recovery method,
the algorithm in Sections IV is compared to the conventional
timing recovery loop as well as to the perfect timing scenario.
The i.i.d. data symbols are generated by equiprobable binary
source, and are first passed through filter G(D) = 1 − D2,
as shown by Fig.4. We assume that h(t) is a truncated sinc
function with the form h(t) = sinc( t

T ) [u(t + T )− u(t− T )],
where u(t) is the unit step function. If there is no timing
error, the channel is equivalent to the PR4 channel. To make
the system more realistic, the real timing error {Ei}injected
into the channel (5) during the simulation is a Gaussian
independent increment process Ei = Ei−1 + Wi, where
Wi ∼ N (µwT, σ2

wT 2) are i.i.d. Gaussian random variables.
Therefore this timing error process has a frequency offset

∆f1 =
1

T + µw
− 1

T
.

For the purpose of designing the loop detector for this
timing error, we approximate the timing error by the model in
(3) and (4). This discrete model has a frequency offset

∆f2 =
1

T + T
Q (p1 − p2)

− 1
T

.

In practice, the parameters p1 and p2 can be iteratively
estimated from the received signal using the Baum-Welch
algorithm [13]. (Note that we could use a more sophisticated
Markov timing model, but it suffices to use the simple one
in (3) and (4) to illustrate the principle.) The final residual
frequency offset of the system is

∆f = ∆f1 −∆f2

=
1

T + µw
− 1

T + T
Q (p1 − p2)

≈ − 1
T

(
µw

T
− p1 − p2

Q

)
. (25)
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This approximation is based on the assumption that |µw| 	 T

and
∣∣∣p1−p2

Q

∣∣∣	 1. In the following simulations, we set T = 1
and p1 = p2. Since the method operates on baud-rate, we
compare it with the standard phase-locked loop (PLL) using
the Mueller and Müller (M&M) detector [3] for systems with
and without residual frequency-offset.

source )(th
k
a

)(tN

)(tR
i
R

1
ˆ +iε

)(DG VD

LD

k
â

Fig. 4. The un-coded system used in simulation. LD represents the loop
detector. VD represents the Viterbi detector for data detection.

0 2 4 6 8 10 12 14
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR(dB)

B
E

R

conventional M&M detector, σ
w

 = 2%
proposed detector, σ

w
 = 2%        

conventional M&M detector, σ
w

 = 1%
proposed detector, σ

w
 = 1%        

no timing error                           

µ
w

 = 0 

Fig. 5. Bit error rate (BER) performance using the recursive detector. Timing
error increments are i.i.d Gaussian random variables with zero-mean.

Fig.5 compares the bit error rate (BER) performance of
the recursive timing error detector when there is no residual
frequency-offset, i.e., µw = 0 and p1 = p2, to the standard
first-order PLL with the M&M detector. The filter coefficients
in the standard PLL were exhaustively optimized for every
SNR respectively. The quantization level for the proposed
recursive detector is fixed to Q = 10. We observe that for
σw = 0.01, the proposed recursive detector only provides
marginal performance gain over the optimum M&M detector.
However, as the timing error increases to σw = 0.02, there
is large performance gains attained by the new detector in all
SNR regions.

Fig.6 compares the BER performance of the recursive
timing error detector when there is residual frequency-offset,
i.e., ∆f �= 0, to the standard second-order PLL with the M&M
detector. The parameters of the timing error increment is set
to σw = 0.01 and µw = 0.5%. Both filter coefficients in the
M&M detector, as well as the delay length of the Viterbi de-
tector before the M&M detector were exhaustively optimized
for each SNR, respectively. We observe that the proposed
recursive detector is not very sensitive to the frequency-offset,
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 = 1%   
µ

w
 =0.5%  

Fig. 6. Bit error rate (BER) performance using the recursive detector. Timing
error increments are i.i.d Gaussian random variables with nonzero-mean.

and provides large performance gain over the conventional
PLL. Block by block simulation results show that probability
of having cycle-slip, where large burst of detection errors
occur, is greatly reduced by using the recursive timing error
detector. Fig.7 compares the probability of cycle-slip of the
proposed timing recovery loop to the second-order PLL with
M&M detector.
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Fig. 7. Cycle-slip rate performance using the recursive detector. Timing error
increments are i.i.d Gaussian random variables with nonzero-mean.

VI. CONCLUSION

In this work, we proposed an optimization criterion for
timing error estimation, and derived a recursive timing re-
covery algorithm, under the assumption that the timing error
can be modeled as a discrete Markov chain. We compared
the bit error rate performance of the newly derived detector
to the conventional timing recovery loop (with a Mueller
and Müller detector), and observed an obvious performance
gain when the timing error is large or when there is residual
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frequency-offset. For low-timing-error systems without resid-
ual frequency-offset, the traditional phase-locked loop with a
Mueller and Müller detector works just as well. These results
are obtained for un-coded system only. The usage of such a
detector in coded systems can be studied in future.

APPENDIX

In this appendix, we prove eqn. (18).
Proof: By using the Bayes rule, we have

P
(
si
1|ri

1, ε̂
i
1

)
= P

(
si
1, r

i
1, ε̂

i
1

)
/P

(
ri
1, ε̂

i
1

)

= P
(
si−1
1 |ri−1

1 , ε̂i−1
1

) P (ri−1
1 , ε̂i−1

1 )
P (ri

1, ε̂
i
1)

·P
(
si, ri|si−1

1 , ri−1
1 , ε̂i−1

1

)
. (26)

The last term in (26) can be further simplified as

P
(
si, ri|si−1

1 , ri−1
1 , ε̂i−1

1

)
= P

(
si|si−1

1 , ri−1
1 , ε̂i−1

1

)
· P

(
ri|si

1, r
i−1
1 , ε̂i−1

1

)
. (27)

Since si contains both the timing and ISI information for the
i-th sample ri, we have

P (ri|si
1, r

i−1
1 , ε̂i−1

1 ) = P (ri|si). (28)

Next by using the one-to-one correspondense between the state
si on one side and the timing error and ISI information as a
pair on the other, we have

P
(
si|si−1

1 , ri−1
1 , ε̂i−1

1

)
= P

(
τi, a

�(i)
�(i)−D+1|τ

i−1
1 , a

�(i−1)
1 , ri−1

1 , ε̂i−1
1

)
(h)
= P

(
τi|τi−1, ε̂

i
i−1

)
· P

(
a

�(i)
�(i−1)+1|a�(i)

)
(29)

(i)
= P (si|si−1), (30)

where (h) follows from the Markovian assumption, and (i)
is based on the observation that si−1 actually contains all the
information in the conditioning. By substituting (27), (28), and
(30) into (26), we obtain the recursive formula (18).
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